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Abstract

A transported composition probability density function (PDF) method is
developed for pulverized coal combustion. A consistent hybrid Lagrangian
particle/Eulerian mesh algorithm is used to solve the modeled PDF trans-
port equation for the gas phase, with finite-rate gas-phase chemistry. The
model includes standard k — e turbulence, gradient transport for scalars,
and a Euclidean minimum spanning tree (EMST) mixing model. A sep-
arate Lagrangian description is used to solve for the coal particle phase,
including particle tracking, coal devolatilization and surface reaction models.
Interphase coupling models are developed to handle the interaction between
the gas phase and the solid phase. Radiative heat transfer is modeled by
a P1 model for a gray absorbing emitting and scattering gas-particle sys-
tem. Two independent laboratory-scale pulverized coal jet flames (“flame
A” and “flame B”) are simulated using the new model. For flame A, the
baseline model reproduces the measured mean and rms particle axial veloc-
ity reasonably well. Some discrepancies are found in particle temperature
and gas-phase concentrations, which may in part be due to the uncertainties
in the experimental data. Sensitivities of model results to coal-related model
variations, turbulence-chemistry interactions, different interphase coupling
strategies, and finite-rate chemistry are explored to establish sensitivities
and to determine which aspects of the models are most important. The
same model is applied to a second flame (flame B), the only change being
in parameters related to the different coal composition. It is found that
experimental standoff heights cannot be reproduced for three different sto-
ichiometric ratios using a single model. Time scales for chemical reactions,
devolatilization and turbulence are extracted and compared, to study the
level of turbulence-chemistry-particle interactions in flame A and to test the
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popular assumption of equilibrium chemistry in coal combustion modeling.
Mixture-fraction statistics for flame B are explored to test assumptions that
have been proposed for mixture-fraction-based coal models. While the usual
assumption of Beta distributions is found to be appropriate, assumptions of
statistical independence are not valid.

Keywords: Pulverized coal flames; Coal combustion modeling; Probability
density function method

1. Introduction

Coal combustion is, and is expected to remain, a major source of electric-
ity generation, especially for countries including the United States and China
that have high electricity demand and large coal reserves [1]. Recent research
interest on coal focuses on increasing combustion efficiency while decreasing
pollutant and greenhouse-gas emissions, such as NOx and CO5. Among the
various possible ways of efficiency enhancement and CO, reduction, direct
power extraction using magnetohydrodynamics (MHD) combined with high-
temperature oxygen-coal combustion has been revisited recently [2]. High-
fidelity computational fluid dynamics (CFD) models are desired to help de-
sign and optimize the combustion systems, due to the scarcity of experimental
data and lack of experience in these high-temperature environments, where
furnace temperature can be as high as 3000 K, with high concentrations of
radicals, CO5 and H5O.

The process of pulverized coal combustion can be divided into four main
steps: heating up/water evaporation, devolatilization, volatile gases com-
bustion, and char surface reactions. Accurate property data and physical
submodels are required for quantitative predictions [3, 4, 5, 6]; these include
the thermodynamic properties of coal components, devolatilization rates and
components, surface reaction rates, coal off-gas mixing and combustion, and
interactions between particles, turbulence, chemistry and radiation.

Turbulence-chemistry interactions (TCI) is one aspect that has received
little attention to date. Turbulence-chemistry interactions can be important
in determining the correct mixing level for volatile gases evolved from the
particle phase. Under rapid heating conditions, variations in devolatilization
and surface-reaction rates due to turbulent fluctuations are another mani-
festation of turbulence-chemistry interactions. In most of the turbulent coal
combustion modeling studies, simple models such as the eddy-breakup (EBU)
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model and eddy-dissipation-concept (EDC) model have been used to account
for the effect of turbulence-chemistry interactions [6]. These models are not
expected to be as accurate as higher-fidelity models, such as the conditional
moment closure (CMC) model [7] and transported probability density func-
tion (PDF) models [8]. Models that have been designed specifically for turbu-
lent coal combustion can have different limitations; for example, the widely
used local equilibrium chemistry assumption cannot capture the effects of
finite-rate chemistry (e.g., CO oxidation) [9]. As large-scale computational
power has become more widely available, more research efforts have focused
on incorporating higher-fidelity models that have been developed for gaseous
turbulent flames, into coal combustion modeling [10, 11, 12]. For exam-
ple, a comprehensive set of coal combustion models, including a transported
velocity-composition PDF model for the gas phase, has been established
in [11]. One limitation of the method developed in [11] is the adoption of
local equilibrium chemistry, which might not be sufficient if the prediction
of slowly reacting species such as CO is desired, because CO concentrations
can be significantly above equilibrium values in pulverized coal flames [5].
An important aspect of the modeling effort in dual-Lagrangian-particle for-
mulations such as that used in [11] (coal particles and gas-phase notional
particles) is the interaction between phases, as represented through model-
ing of the interphase source terms [10, 11].

The purpose of this research is to develop a comprehensive model for high-
temperature pulverized coal combustion, such as that encountered in the
combustor for an open-cycle MHD system, with particular emphasis on the
turbulence-chemistry interaction models. This is being pursued by coupling
a transported composition PDF method with realistic finite-rate gas-phase
chemical mechanisms and widely-employed coal submodels. A systematic
approach is being pursued for model development. In earlier work, simula-
tions were performed for laboratory syngas-air nonpremixed flames [13] and
a high-temperature oxy-natural gas system [14]. There the models were ex-
tended towards the thermochemical environments of interest, without the
complications of coal particles, and good agreement with experiment was
realized. The next step is to add coal particles and coal combustion, and
that is the subject of this paper. In the earlier work, a stochastic Lagrangian
particle method was used to implement the transported PDF method, includ-
ing realistic finite-rate chemistry. Here a separate Lagrangian description is
adopted for the solid phase (coal particles).

Compared to the mixture-fraction-based models that have been employed



earlier in coal simulations, the use of a detailed composition specification
here in terms of species mass fractions and mixture specific enthalpy allows
one to handle situations such as multiple inlets with different compositions
(e.g., natural gas-coal co-firing) and non-adiabatic systems in a more nature
manner. Without additional effort on the gas-phase modeling, it can also
accommodate different evolution rates of different coal off-gas components, if
the devolatilization model provides information on individual mass evolution
rates. And finite-rate chemistry, such as CO oxidation, can also be captured,
by properly choosing the gas-phase chemical mechanism.

In this paper, the framework for extending a transported composition
PDF method to coal combustion is established first. The reliability of ex-
isting PDF submodels (e.g., mixing models) and numerical strategies (e.g.,
ISAT [15]), is explored, in this complicated new environment. Model results
are compared with experimental measurements for two different pulverized
coal-air flames. Variations in key models and model parameters are then
made to explore the sensitivities. Finally, the high-fidelity model is used to
test key assumptions that have been made in simpler mixture-fraction-based
models for turbulent coal combustion.

The rest of the paper is organized as follows. In the following section, the
target flames are introduced and findings from earlier modeling studies are
summarized. In Section 3, the numerical methods and physical models are
described. Comparisons with experimental measurements and sensitivities
to variations in models are reported in Section 4. Finally, key findings are
summarized and next steps are outlined.

2. Pulverized-coal jet flames

A laboratory-scale methane-piloted pulverized-coal jet flame is the first
target configuration, and will be referred to as “flame A” (Table 1). The
flame was studied experimentally at the Japanese Central Research Institute
of Electric Power Industry (CRIEPI) [16]. As a laboratory-scale jet flame,
coal particles are injected through a central nozzle, carried by air. The main
jet is surrounded by a methane annular jet, which is ignited first, and serves
as a pilot to ignite the coal particles. The Reynolds number of the central jet
flow is approximately 2,500 based on ambient viscosity, which is transitional
rather than fully turbulent. Measurements reported in [16] include axial
mean and rms particle velocities, axial mean particle temperature, radial
distributions of coal particle size at different axial locations, and mean mole



fractions of Oy, CO4, CO and Ny. Compared to global parameters such as
carbon burnout and ignition delay, these detailed measurements more fully
reveal the structure of the jet coal flame. Newland bituminous coal was used
in the experiments; the composition of the coal particles and the heating
values are listed in Table 2. The injected particle-size distribution is also
given in [16]. The boundary conditions for this flame are thus reasonably
well defined, compared to other available data sets. Figure 1 shows the
geometry of the injector.

Flame A has been the subject of several modeling studies, using both
RANS- and LES- based methods [17, 18, 19, 20]. Bermudez et al. [17] used
this flame to validate their group combustion models. There volatile gases
were assumed to burn infinitely fast on a flame front. A basic assumption of
the group combustion model is that no oxygen is left inside the flame zone,
while no volatile fuel is present outside the flame. Judging by the experi-
mental oxygen measurements, this assumption might not be valid for this
flame. Hashimoto et al. [19] implemented a tabulated devolatilization model
(TDP model), which can account for the influence of varying heating rates on
the devolatilization rates. Comparisons were made between the TDP model
and conventional single-rate and two-rates models. By carefully choosing
the model parameters, the conventional models could give results similar to
those from the TDP model. However, these parameters are case-dependent
and require a priori knowledge of the heating condition of the system, so
that the TDP model is more predictive. In [18, 20], three research groups
used different LES-based coal combustion codes to explore the same flame,
and differences of the results from the different models were used to draw
conclusions regarding which aspects of the modeling were most important. It
was postulated that a better turbulence-chemistry-interaction model might
improve the oxygen prediction along the centerline.

All the available studies showed reasonable agreement with the experi-
mental data in at least some respects. The largest disagreements were seen
in the gas-phase concentrations and solid-phase temperature. However, ar-
guments have also been made concerning the reliability of the experimental
data, especially for the gas-phase measurements. This point will be discussed
further in Section 4.1.1.

It has been observed that flame A is essentially a methane flame with coal
particles burning in it [20]. Experimental measurements of the total volatile
release and char gasification [17] show that less than half of the volatile mat-
ter is burned and a very small amount of char is gasified. Thus, this flame is



dominated by gaseous combustion. To further validate the models, especially
the surface reaction model and interphase coupling models, a second pulver-
ized coal jet flame (“flame B”) is simulated for which different measurements
are available. The details of the experimental setup and coal composition can
be found in [21]. Instead of a methane pilot, the coal particles are ignited
by the exhaust gas of propane combustion. Available experimental results
for flame B include stand-off distance for three different inlet stoichiometric
ratios (sr = 0.14, sr = 0.22, sr = 0.36), as well as gas-phase temperature
and carbon burnout along the centerline for sr = 0.22. Here sr is defined
as sr = air mass that i:C:eu;uli;‘lei:l zzacsjmj;:Z;Zl;nleZn the inlet coal” It has been shown
in [22] that RANS-based models could not capture correctly the highly tran-
sient phenomenon of coal ignition that was observed in the experiments.
Here, the baseline models used in simulating flame A are applied to simulate
flame B, with model parameters adjusted only as necessary to account for the
different composition and reactivity of the coal used in the experiment. The
purpose of simulating flame B is twofold. First, simulating a second flame
using the same models complements the validation of the models, with an
emphasis on capturing global characteristics such as stand-off distance and
carbon burnout. Second, the statistics of the volatile gas and char gasifica-
tion gas can be better studied using this flame, since more char is gasified in
flame B than in flame A.

The majority of the results and discussion in this paper focus on flame
A (Section 4.1). Results for flame B are discussed in Sections 4.2.

3. Simulation methods and models

A consistent hybrid Lagrangian particle/Eulerian mesh method is used
to solve a modeled transport equation for the joint PDF of species mass frac-
tions and mixture specific enthalpy in a Reynolds-average formulation for the
gas phase. The coupled mean continuity, mean momentum and turbulence
model equations are solved using an unstructured finite-volume method with
second-order spatial discretizations and first-order time discretization using
a PISO-based, time-implicit segregated solver that has been built using ele-
ments from OpenFOAM-1.7.1 [23]. The stochastic Lagrangian particle-based
gas-phase advection, mixing, and reaction for the PDF method are imple-
mented using a FORTRAN code that is coupled with the OpenFOAM CFD
solver. A separate stochastic Lagrangian particle method is used for the
dispersed solid phase (coal particles).



3.1. Gas-phase transport and combustion

The Favre-averaged continuity, momentum, species mass fraction and
energy (absolute enthalpy) equations for the gas phase can be written as
follows:

W 1+ 2% — () = i, (1)

Opyis | Opyisi; _ 0p  Dp)uiul | o(r)

= "o — V(i=1,2,3), (2
ot o1 o, om, T ow, TPt Su) (i=1.2,3), (2)
Dp)Ya  Op)Yalls _ ApyulYr (I - B
o | om O oz, +(p)Sa + (pma) (@ =1,2,...,N), (3)
dp)h  dlpdhi, Oyl OUTE)  Dlp) . ,
ot + 09:, a azz al’z + Dt + @ <Qrad,g> + (ph0> . (4)

Here angled brackets denote conventional averages, tildes denote density-
weighted (Favre) averages, and double primes denote fluctuations about
Favre-averaged values. A Roman subscript denotes a physical-space coordi-
nate (i = 1,2, 3), a Greek subscript denotes one of the Ng chemical species,
and summation is implied over a repeated Roman index within a term. w is
the velocity vector, 7j; is the viscous stress, and Y,, J, and S, are the mass
fraction, molecular flux vector and the chemical source term for species «, re-
spectively. h is the the mixture-specific absolute enthalpy, p is the gas-phase
pressure, ® is the mean viscous dissipation rate of kinetic energy to heat,
and de,g is the volume rate of heating due to radiation (absorption minus
emission) for the gas phase. (pmg), (Sy,), (pma), and (phe) are the mean
source terms resulting from coal particle motion and reactions, which are
collected in a particle-source-in-cell (PSIC) [24] manner, where each term
is calculated as the sum of the contributions over all of the coal particles
in each computational cell. Turbulence is accounted for using a standard
k — ¢ model. Radiation is modeled using a P1 method for a gray, absorb-
ing, emitting and scattering gas medium containing absorbing, emitting and
isotropically scattering solid particles. The transport equation for the mean
incident radiation (G) is

V- (IV(G)) — (a+a,)(G) + 47T(a0<:>4 +(E,) =0, (5)

where a is the absorption coefficient for the gray gas and E, and a, are the
equivalent emission of the coal parcels and the equivalent absorption coef-
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ficient of the coal parcels, respectively. o is the StefanBoltzmann constant.
For a computational cell containing N parcels with P; particles per parcel,
these are defined as:

(Bp) =3 i (6)

i=1 ¢

N
PA,;

ap = Z €p,i 7_(_‘/p ) (7>

=1 ¢

1

— , 8
3(a+a,+0p) (8)

where €, is the emittance for parcel ¢, o, is the equivalent scattering coethi-
cient calculated as o, = 32 (1 —¢€,,)(1— fm)%, and f,; is the scattering
factor associated with the n'* parcel. These properties are used to solve for
the mean incident radiation (G). Once the field of (G) is obtained, the mean
radiation source term in the mean enthalpy equation (Eq. (4)) is obtained
as, '

(Orady) = alG) — dac(T)*

A composition transported PDF method has been adopted here to de-
scribe the gas-phase combustion. The Ng+1 composition variables are taken
to be the mass fractions of the Ng species Y in the chemical mechanism, plus
the mixture-specific absolute enthalpy h (sum of sensible and formation en-
thalpies). These are sufficient to determine any thermodynamic or transport
properties that are needed. The sample-space vector corresponding to the
Ng+1 composition variables (Y + h) is denoted as 1. Then the PDF trans-
port equation, expressed as an equation for the composition mass density
function F = F(1p;x,t), can be written as,

oF 0 0

E + azz [ﬁZ‘F] + awa [Sa('l,/))f]
= M) 7+ (™ ) ) F] = G () Qras4)F
SF(malt) = 50 (10— Mot ) F] = g (o — mabl)F) . 9

Here ., denotes the Kronecker delta function (d,, = 1 for @ = Ng + 1
corresponding to enthalpy h; 0., = 0 otherwise) and the notation (A|B)
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denotes the conditional mean of event A given that event B occurs. The left-
hand-side terms are in closed forms, while the right-hand-side terms require
modeling. The first three terms on the right-hand side represent turbulent
transport, molecular mixing, and net radiative heat transfer for the gas-phase
[14]. The last three terms represent the coupling between the solid phase
and the gas phase, which is discussed in Section 3.3. Equation 9 effectively
replaces Egs. (3) and (4), since Y, and h can be determined from F.

With the gradient transport model for transport by turbulent velocity
fluctuations, a notional particle system that is equivalent to Eq. (9) is:

or
da} = @ dt + (p) 5 2) dt + (2(p) ') AW (10)

)

dqb:; = Sa(¢*)dt + Hz,mi:cdt - 5ahQT‘1d’g(¢*)dt
+(mo(ca = $2)) e dt + San(ho — moh™)) |z dt | (11)

where the superscript * refers to a notional gas-phase particle. Here W is an
isotropic vector Wiener process. In a numerical implementation, dW; nor-
mally is discretised (approximated) as AW; = W;(t+ At) — Wi(t) = n; At'/?,
where 7 is a vector of three independent standardised Gaussian (zero mean,
unit variance) random variables and At is the computational time step. The
apparent turbulent diffusivity I'ry is given by 'y = C,(p)o, 'k?*/e for a
k — e model, where o is the apparent turbulent Schmidt number. S, (¢*) is
obtained from the gas-phase chemical mechanism, without further approxi-
mation. For simplicity, de,g(qb*) is modeled as (de,g), neglecting the in-
fluence of turbulent fluctuations on radiative transfer (“turbulence-radiation
interactions”) [14]. The molecular transport (“mixing”) term, 6 ., is mod-
eled using either the Euclidean minimum spanning tree (EMST) model [25]
or a modified Curl’s model [26]. Here ¢, denotes the local mass fraction of
species a that comes from the solid phase, which is a constant for a given
computational cell at each time step. The nonzero components of ¢, include
the composition of the volatile gases in the coal, plus Oy and CO, for the
surface reactions. The only terms that remain to be modeled are mg and ho,
which correspond to the coupling between the solid phase and the gas phase.
These will be discussed in detail in Section 3.3.

3.2. Solid-phase transport and combustion

A separate stochastic Lagrangian description is used to describe the solid-
phase particles. To distinguish the two sets of Lagrangian particles that are



used, the gas-phase particles henceforth will be referred to as “notional par-
ticles”, and the dispersed coal-phase particles as “coal parcels”. The under-
lying probability density functions of the state of the two sets of Lagrangian
systems are assumed to be statistically independent, and the two phases
are coupled by a particle-source-in-cell [24] method, which is intended for a
dispersed-phase system that does not account for particle-particle interac-
tions. Coal particles are grouped into parcels identified by their initial size
distribution, and each parcel moves along its own trajectory. The shape of
the coal particles is assumed to be spherical, and the mass m, of a single
particle with diameter d, is calculated as m, = p,md3/6. The trajectory of
each parcel is governed by the following equations:

dx
—dtp = Uy, (12)
duy, Up — U p
- - T 1—— other 1
dt ™ + ( pp)g + Sotn (13)

where x, and u, are the instantaneous parcel position and velocity, respec-
tively. The first term on the right-hand side of Eq. (13) represents the drag
force, the second term accounts for gravity and buoyancy, and the last term
includes all other effects such as Magnus force, Saffman force, particle ther-
mophoresis, electrophoresis and photophoresis, etc., which are expected to
be negligible in the context of pulverized coal combustion [27]. Here 7p is
the momentum relaxation time of the particle, which determines the rate at
which the parcel velocity u, relaxes to the instantaneous surrounding gas
velocity w. In the limit of Stokes flow (where the particle Reynolds number

Rey = w approaches 0),

2
st pdp
= —= 14
TD 18/1/7 ( )
and 7p is related to 75 through the drag coefficient Cp:
D =T 724

where Cp is modeled as [27]

(15)

Red

o 2L (14 LRey*®) for Rey < 1000
D7 0.424 for Rey > 1000.
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For a reacting coal particle, the drag coefficient tends to be reduced due
to mass ejection during the rapid devolatilization processes. Following the
suggestion of [3], the following correlation is used to calculate the reduced
drag coefficient:

Cpm = Cpexp(—dm),

where ¢, is defined as ¢, = 21yoiCpm/ (kmd,). The subscript m denotes
that the properties are evaluated at the arithmetic mean of the surface and
surrounding gas-phase temperature. Here 1, is the devolatilization mass
transfer rate, which will be discussed later in this section, ¢, is the gas-
phase specific heat, d,, is the diameter of the coal particle, and k,, is thermal
conductivity of the gas phase.

Parcel dispersion due to turbulence is usually modeled using stochastic
models. In this study, a discrete random walk model is used to describe the
effect of gas-phase turbulent fluctuations on parcel movements. The effect
of turbulent dispersion is expressed by modeling the instantaneous gas-phase
velocity, w. In the context of standard k£ —e turbulence model, u is computed

as
uUu=u 01\/ 3,0'2\/ 3,03\/ 3/

where o; are three normally distributed independent random variables with
zero mean and unit variance. Once the instantaneous gas-phase velocity is
obtained, a time scale is required to calculate the interaction time between
the parcels and the turbulent eddies. Two possible choices are the eddy
turnover time 7.q4qy, or the parcel crossover time 7.5, as defined in Eq. (16)
and Eq. (17), respectively:

Teddy = ]{7/8, (16>
Teross = le/ || Up — U ||> (17)

where the length scale of the eddy is calculated as [, = C,k*° /. The inter-
action time then is chosen as the minimum of 7,44, and 7,.ss. The model
presented here is slightly different than what was originally proposed in [28],
in terms of the definitions of the two time scales. A preliminary study has
been done to compare results for nonreacting particle-laden flow with the
model employed in this study and the model proposed in [28], and negligible
differences have been found in the context of axisymmetric RANS simulations
with k£ — e turbulence models.
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The quantity 7, is obtained through devolatilization models. A single-
rate devolatilization model and a two-rates devolatilization model [29] have
been tested in this work. The single-rate model is described by Eq. (18):

mvol == kv (mZol,O - mvol)a
k, = Avexp(_Ev/RTp)’

Myor0 = QMoo 0, (18)

where m,,q o is the amount of volatile predicted from the proximate analysis.
It has been shown that the amount of volatile released during rapid heating
(heating rate above 10* K/s) [30] is greater than what is given by the proxi-
mate analysis, and this is quantified by a factor ). The values of @, k,, and
E, are assigned according to [19], in which the results of a chemical perco-
lation devolatilization model (CPD) analysis of the same coal and heating
rate is provided. A two-rates model, which has two parallel reaction paths
for low- and high-temperature ranges [29], also has been tested in this study.
The two-rates model can be written as follows:

mvol - kv(m:oho - mvol)>
k, = cnApiexp(—En /RT,) + asApexp(—Ey /RT,). (19)

The original model parameters of Kobayashi [29] are used in this study, which
has been found to be appropriate for the target flames [19].

Devolatilization and surface reaction are assumed to occur sequentially,
and the global reaction of C + Oy = CO, is considered as the heterogeneous
reaction. A diffusion-kinetic-controlled surface reaction model [31] is used to
describe the reaction rate:

dMechar K.Kq 2

dt (Kc + Kd)pozﬁdp’

Kq=5.06x 1077 x d; (T, + T,)/2)*™,
K. = Acezp(_EC/RTp) (20)

The surface reaction described in Eq. (20) is a first-order reaction. A
different model [32] also has been tested that can accommodate varying re-
action orders, which might be important for conditions with elevated oxygen
content. Equations. (18), (19) and (20) describe the mass transfer rate be-
tween the gas phase and the solid phase. The inter-phase heat transfer rate
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is described by Eq. (21):

dT,
22
G
—Asheono (T, — Ty) — Asep(aTy — %)
+Ahlatmp,water + Ahclevolﬁl]u,vol + Ahchar’/'7‘/L117,cha7“7 (21)

where A, is the surface area of a spherical particle, h..,, is the convective
heat-transfer coefficient defined as heony = Nuky,/d,, €, is the emittance of
the parcel, and (G) is the mean incident radiation evaluated at the parti-
cle position. The Nusselt number for a coal parcel is given by the Ranz-

1
Marshall model as Nuy = 2.0 + 0.6Re; Pr3. Similar to what was done
for the drag-model correction, the effect of the emitted gas on heat trans-
fer is also considered through the introduction of blowing factor B, which

is defined as B = % The modified Nusselt number due to blowing

is Nu = Nugexp(—0.6B) for Rey up to 400, and Nu = Nuoﬁ for
Red = 0.
The specific heat ¢, , depends on the coal parcel temperature and com-

position. For a coal particle with a composition (Yasn, Yenars Yootatite)s Cpp 18
defined as

Cpp = Y;)olatilecp,vol (Tp) + Y;whcp,ash + )/;harcp,char~

In the current model, both ¢, s, and cpcper are assumed to be constant,
and independent of temperature. The effect of ¢, will be discussed later,
in Section 4.1, and c¢p yolatite 1s estimated according to the composition of
the gas-phase volatile species at the gas-phase temperature surrounding the
particle.

It is assumed that 30% of the surface reaction heat is retained in the coal
particle, and 70% is released into the gas phase [31]. This assumption is also
examined in Section 4.1. A Rosin-Rammler distribution is used to describe
the initial size distribution of the parcels in the coal injection models, and
the model parameters are selected based on the experimental measurement
of coal-particle-size distribution [17]. The diameter of the coal particles is
assumed to be constant during the reaction process. It has been shown
that there can be a swelling effect during the devolatilization process, which
can make the particle diameter grow to as big as twice the initial value. The
swelling effect has been found to be more influential on larger particles, while
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it does not change the small-particle statistics significantly [20]. Thus, it is
not included in this study.

3.3. Coupling between gas and solid phases

As mentioned in Section 3.2, the solid phase is coupled with the gas
phase by a particle-source-in-cell method. Since a Lagrangian representa-
tion is also used for the gas phase in the transported PDF method, the coal
parcel inter-phase source terms collected in each computational cell need to
be re-distributed to the gas-phase notional particles in that cell. Several
coupling approaches have been proposed in the context of liquid spray-PDF
coupling [33] to account for vaporization. However, the case of coal is more
complicated. Three different processes in coal combustion involve interac-
tion with the gas phase: water evaporation, devolatilization, and surface
reactions. Evaporation and devolatilization are endothermic with respect to
the coal particle (heat transfer from gas to solid phase) and increase the
mass in the gas phase (condensation is not considered). Surface reactions
can be either endothermic or exothermic, and can either consume or produce
individual gas-phase species. The three processes are assumed to take place
sequentially. However, in each computational cell, some coal parcels might
be undergoing devolatilization, while others are active in surface reactions,
depending on the burning rate of each coal parcel (which is influenced by
diameter, temperature, etc.). Thus, the source terms for mass and specific
enthalpy can be either positive or negative, and mass sources/sinks exist for
multiple chemical species (compared to one species, fuel, for most spray ap-
plications). Great care is needed in handling the source-term distribution,
to avoid having any of the notional gas-phase particle properties take on
unphysical values.

The mgo term in Egs. (9) and (11) is modeled at the particle level as
So(@*(t)): a function of the local instantaneous particle composition ¢*(t).
For a computational cell with N, notional particles, a consistency require-
ment for mass transfer between the solid and gas phases is:

ZZN:Pl ml(?Z)S((]Z) o <pm0> (22>
Np (i) ’
> my (p)
where the coal models provide the total mass transferred from the solid phase
to the gas phase: (S,,). = (pmg) x At x V.. V. is the computational cell
volume and At is the computational time step. Similarly, the total energy
transferred from the solid phase to the gas phase is (Sy). = (pho) x At x V..
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Three models are proposed here for Sy(¢*(t)). Model 1 follows what has
been widely used in PDF /spray modeling studies [34], where the mass and
energy are distributed homogeneously over particles in the cell. The mass
assigned to the ;, particle in a cell with NV, particles, is then,

TRl T md A Ehe) )

c

The consistency condition (Eq. (22)) is satisfied automatically, since the
source term is independent of the particle composition.

In Model 2, the mass assigned to each particle is biased, based on particle
temperature. This model is proposed based on the argument that each no-
tional particle represents a realization of the turbulent flow field, and higher
particle temperature implies faster evaporation, devolatilization and surface
reaction. Model 2 can be expressed as,

(Smberm T 11 {pmo) Ty

Sy’ = = OE=0) @ AL
S kimy Ty my Al (n)T

, (24)

where T, is the cell Favre-averaged mean temperature, which is calculated as
Np (4) ()
the mass-weighted average over the particles in the cell: T, = M
Model 3 is based on arguments similar to those for Model 2. However
instead of using the particle temperature as the weight factor, a reactivity-
weighted formulation is used:

4 _ <Sm>cm1(, exp(—C/t} )X L1 (pm0>eg:p( C/i) )
0 = Np i - m(l)ex (D), 7
S5 miep=CJT) B ) a0l

where C is an activation temperature, which is taken to be a constant. Here
C = 5,000 K has been used, which is close to the value for carbon surface
reactions in the coal models. Model 2 and Model 3 also satisfy the consistency
requirement (Eq. (22)).

The enthalpy inter-phase source term S,(f) is expressed in a form similar
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to the mass source term for each model:

</)ho>

S — o (Model 1), (26)
, i T(i)
S = % (Model 2), (27)
i h ~C/Ty"
SO = <pzoﬁfg”{’i§ (/C;’T(l) (Model 3). (28)
G

Finally, the mass of each particle evolves as

*
dmp

dt

Results obtained from the three models are compared in Section 4.1.4.

— Spm”. (29)

3.4. Thermochemical properties and gas-phase reactions

The gas phase is considered to be a reacting ideal-gas mixture. Two
different methane-air mechanisms have been used: GRI-Mech 2.11 [35], and a
31-species mechanism [36]. It has been found that the kinetics of the volatile
matter are similar to those of lower-molecular-weight hydrocarbon gases,
such as CHy and CO [37]. Moreover, in the case of flame A, a methane pilot
is used. Therefore, it is expected that methane-based mechanisms should
be appropriate, at least for flame A. The 31-species mechanism was chosen
because it has a relatively small number of species, but it includes key species
up to Cy (CyHy and CoHy), which are expected to be important when the
volatile matter includes C, species. In a preliminary test, GRI-Mech 2.11 and
the 31-species mechanism were found to give similar results for computed
radial profiles of mean temperature and major species for Sandia flame D
[38]. The use of a detailed mechanism here can provide additional insight
into the flame structure. For example, the OH mass fraction distribution
contour can be compared (qualitatively) with the OH PLIF measurement.
Compared to highly reduced one-step or two-steps mechanisms, the use of
detailed mechanisms increases the computational cost. Here ISAT [15] is
used to accelerate chemistry calculations. ISAT has been shown to speed
up calculations by a factor of 10 to 100 with respect to direct integration of
the chemical source terms, with negligible loss in accuracy, for statistically
stationary nonpremixed gaseous jet flames [13, 14].

16



An alternative treatment that has been used often in coal combustion
modeling is to assume infinitely fast (equilibrium) chemistry [37, 39]. This
should be a valid approximation when the rates of devolatilization and sur-
face reaction are relatively small compared to those of the gas-phase chem-
istry. Results from finite-rate chemistry and equilibrium chemistry models
are compared in Section 4.1.5, to explore this issue.

3.5. Computational mesh, initial conditions and boundary conditions

Simulations are performed for a two-dimensional (axisymmetric) domain
for both flames, for computational expediency. For flame A, the computa-
tional domain is a 10-degree wedge with a single finite-volume cell in the
azimuthal direction. The domain extends from the jet nozzle exit (y = 0) to
y = 0.21 m in the streamwise direction, and from the jet centerline (r = 0)
to the acrylic duct wall (r = 0.03 m) in the radial direction. An unstruc-
tured computational mesh of 9,660 finite-volume cells is used for the baseline
model. A maximum difference of 5% in the axial profiles of mean temper-
ature and compositions was found between the baseline model mesh and a
refined mesh of 21,735 cells for a gas-phase simulation. A parabolic inlet ve-
locity profile is specified for the jet mean velocity, based on the experimental
measurements (Table 3), because the Reynolds number based on the central
fuel jet is relatively low (Re = 2,500). Top-hat inlet mean velocity and com-
position profiles are specified for the annular jet and the coflow. The inlet
values of k£ and ¢ are specified in a manner that corresponds to a turbulence
intensity of 10% (estimated from the measured axial mean and rms velocities
along the centerline for the coal particles), and a turbulence integral length
scale that is 25% of the jet diameter or annulus width. At the outlet, a fixed
pressure of one atmosphere is specified and zero-gradient conditions are used
for all variables. Zero-gradient conditions also are applied at the outer radial
boundary for all variables, and symmetry conditions are applied on the two
azimuthal faces. The inlet temperature for the gas and the coal are set to be
300 K.

The coal composition is obtained from the proximate and ultimate analy-
sis. The main elemental components of the dry-ash-free coal are carbon (C),
hydrogen (H), nitrogen (N), sulfur (S) and oxygen (O). Sulfur is not con-
sidered in the present calculations; the measured amount of sulfur is added
to the nitrogen content. The elemental components are distributed among
volatile matter, ash, and fixed carbon, according to the proximate analy-
sis. It is assumed that fixed carbon consists solely of carbon (C). Thus,
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hydrogen, nitrogen and oxygen are only present in the volatile matter. The
volatile elemental composition is calculated based on the proximate and ulti-
mate analysis (Table 2) and the assumptions above. It is also assumed that
the volatile matter decomposes to small molecules (CoHy, CO, HoO and N»)
instantaneously. These small molecules then evolve in the gas phase, and re-
act chemically according to the specific gas-phase chemical mechanism. The
lower heating value of the volatiles is calculated as:

LHVppe — (1 = Y“NLHV 14,

vol

Ydaf

vol

LHV,q =

Here Y;)do‘zf denotes the mass fraction of volatiles in dry-ash-free coal. The
heating values of the prescribed set of small molecules (CoHy, CO, HyO and
Ny) can also be calculated and denoted as LHV,,s. The difference between
LHV,y and LHV,,s is minimized by carefully choosing the composition of
small molecules. Possible choices for specifying the small molecules can be
found in [3, 40]. For the Rosin-Rammler distribution, the mean diameter of
the injected coal particles’ size distribution is calculated to be 33 um, and
the spread parameter is calculated to be 4.02.

A 10-degree wedge with 15,000 cells has been used to simulate flame
B, and similar boundary-condition specification and coal model parameter
specification to that for flame A have been used, with values taken from [22].

Results obtained using ISAT have been compared with results calculated
using direct integration of the chemical source terms. With a global ISAT
error tolerance of 1073, the maximum differences in gas-phase computed
mean temperature and composition between the two are approximately 5%,
while the overall simulation time with ISAT is approximately a factor of 50
lower (using four cores) for the baseline flame A model.

4. Results and Discussion

Results for flame A and flame B are presented in subsections 4.1 and 4.2,
respectively. Parametric variations in model parameters are explored for
flame A. For flame B, mixture fraction statistics that are relevant for simpler
models are extracted and discussed.

4.1. Flame A

Results are first presented and discussed with the baseline models for
flame A (Table 3). Effects of coal-related model variations are then discussed.
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In the last three subsections, the effects of turbulence-chemistry interactions,
the effects of different coupling models, and the effects of finite-rate chemistry
are explored, in turn.

4.1.1. Baseline model results

A summary of the baseline model is provided in Table 3. The choice of
baseline model parameters was determined as follows. A nonreacting case
was considered first. There two independent sets of laser measurement were
made, and the reported axial measured rms particle velocity profiles were
quite consistent with one another. Thus, the velocity data are expected to
be relatively reliable. Based on the nonreacting velocity data, the value of
C.1 is set to be 1.6, higher than the standard value of C,; = 1.44. This is
consistent with practice in other modeling studies of round jets [41]. Com-
puted mean and rms particle velocity profiles are compared with experiment
for the nonreacting case in Fig. 2. Satisfactory agreement with experiment
is found for the mean particle velocity. The rms particle velocities are un-
derpredicted at all locations. This might be a limitation of a RANS-based
model for this transitional-regime flow, and/or a deficiency of the turbulent
dispersion model [42].

It has been shown that the devolatilization model is especially important
for coal combustion prediction [19, 43]. Here, the parameters for devolatiliza-
tion and surface reaction in the baseline model have been taken chosen from
the literature [19], and the resulting computed centerline mean profiles are
compared with experiment in Fig. 3. The mean particle velocity is overpre-
dicted, which might result from over-prediction of temperature or total mass
transfer from the solid phase to the gas phase. The computed mean particle
temperature profile differs significantly from the measured profile, and this
is similar to what has been reported in earlier modeling studies [18, 20]. As
explained in [16], the measured mean temperature should be interpreted as a
weighted average of the gas temperature and particle temperature over a rel-
atively large spatial region, because of the measurement technique (two-color
pyrometry) that was used in the experiments. Franchetti et al. [18] suggested
that it might be more appropriate to compare a weighted particle temper-
ature from the simulation with the experimental profile; they proposed a
weight factor proportional to the fourth power of the particle temperature:
Tweighted = Z;YZITM(T;]-)/ Z;V:l(Tlfjj). Here N denotes the total number
of coal parcels in the computational domain at a given axial location. The
weighted particle-temperature profile from the baseline model also is shown
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in Fig. 3. The weighted temperature profile agrees much better with the ex-
perimental data, and further improvement can be achieved with conditional
sampling to better correspond to the experimental technique [18].

Moving to the comparisons of gas-phase species in Fig. 3, a first ob-
servation is that Oy is consumed too rapidly along the axis in the model.
Similar underprediction of Os has been observed in earlier modeling stud-
ies [18, 20], where poor mixing and fast chemistry resulting from the use of
the eddy-breakup (EBU) model were considered as possible reasons. Here,
with the transported composition PDF model and finite-rate chemistry, the
consumption of Oy along the centerline is postponed compared to results
from other models [18, 20], but still the Oy is consumed faster than what the
experiment indicates. The choice of devolatilization model can also greatly
influence the consumption rate of Oy [19], and this is discussed later in Sec-
tion 4.1.2. Experimental uncertainties also may contribute to the discrep-
ancy. For example, it has been suggested that the air mass flow rate from
the main jet should be increased by 0.27 x 107* m?®/s (normal) to better
represent the actual experimental condition [19]. It has also been suggested
that water vapor should be added to the calculated Ny before comparing to
the reported No measurement, since the constant Ny mole fraction reported
in the experiment appears to be inconsistent. Furthermore, CO is greatly
over-predicted, while the level of CO4 agrees well with the experimental data.
The reason may be that more fuel (volatile matter + coal) has entered into
the gas-phase due to improper devolatilization rate, which is implied by the
results summarized in Table 4. Table 4 shows the overall computed weight
percentage of coal undergoing devolatilization, and the percentage of coal un-
dergoing surface reactions, compared with experimental measurements. The
total released volatile gases are slightly over-predicted, and the overall char
burnout is underpredicted. The underprediction might be attributed to the
sequential occurrence assumption that is used in the baseline model. Under
this assumption, surface reaction begins to take place only when the volatile
matter has dropped below 0.1%. An alternative model would be to assume
that the surface reaction and devolatilization take place simultaneously. The
competition between surface reaction and devolatilization then are accom-
modated by the different reaction rates and the availability of oxygen. The
performance of this alternative model will be discussed in the following sub-
section.

In the remainder of this paper, the focus will be on the differences between
results from different model configurations, towards developing insight for
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model development, rather than on absolute quantitative agreement with
experiment.

4.1.2. Variations in coal submodels

Significant discrepancies between model and experiment have been found
for the baseline model. It is emphasized that the differences are smaller com-
pared to what has been reported in earlier modeling studies in most cases,
even from LES-based models. Variations in key coal submodels are explored
first (Table 5). For convenience, differences between models are quantified by
four metrics (Table 6): the maximum computed gas-phase mean temperature
along the centerline, the position where oxygen is completely depleted along
the centerline, the total released volatile mass fraction, and the total gasi-
fied char mass fraction. The first two quantify changes along the centerline,
where most of the experimental data are available. The last two are global
quantities, because centerline values alone cannot provide a complete picture.
This parametric study has been performed without the PDF method, to save
computational time. This is sufficient for comparative purposes. Instead, a
well-stirred-reactor (WSR) model is used for gas-phase chemistry, where cell-
mean values are used to compute reaction rates, rather than particle values
(Case 1 in Table 5). The devolatilization model (Case 2) has the most dra-
matic influence on the results; this is consistent with the findings in [19].
The specific heat used in Case 1 and in the baseline model is a typical value
for ash at ambient temperature, while the specific heat used in Case 3 is
estimated at 1000 K for both ash and carbon. With increasing temperature,
the specific heat of coal particles increases [44]. Increasing heat capacity de-
creases the peak temperature, and delays the consumption of oxygen. That
is a result of the slower temperature increase, which results in a slower rate
of devolatilization. The assumption of total retention of char combustion
energy (Case 4) does not have a significant impact on the results; this is
mainly because the extent of surface reaction is very small in this flame.
Case 5 shows an improvement in the prediction of char gasification, due to
the assumption of concurrent devolatilization and surface reaction. Although
they are frequently assumed to occur sequentially in models, devolatilization
and surface reaction may in fact occur simultaneously, and better physical
understanding is required to improve the modeling. Case 6 assumes a differ-
ent composition of the volatiles, where the difference between the predicted
volatile heating value and the actual volatile heating value is almost 20%,
while the elemental analysis matches with the proximate analysis. In this
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case, oxygen is not consumed as rapidly along the centerline. A further ex-
amination of Case 6 reveals that the flame is basically heated by the pilot,
and there are essentially no coal reaction zones (OH mass fraction ~ 0). It
is important to match the heating value by choosing the proper composition
of volatile matter, in the current modeling framework.

From the discussions above, it can be seen that the results from the
baseline models can be changed with changes to the coal models, especially
the devolatilization model. However, no definitive conclusions can be drawn
regarding which model is “better”, based on flame A data alone.

The role of turbulence-chemistry interactions is discussed next.

4.1.3. Turbulence-chemistry interactions

Figure 4 compares results obtained from the baseline PDF model and a
well-stirred-reactor model for gas-phase chemistry. Differences between re-
sults from WSR and PDF models are an indication of the extent to which
turbulent fluctuations in composition and temperature, are, or not, impor-
tant. Compared to WSR model, temperature is predicted to be higher from
the PDF model while gas-phase concentrations are predicted to be close
to one another, and PDF model results are somewhat closer to experimen-
tal measurement in terms of temperature prediction. This suggests that
turbulence-chemistry interactions may be important in this flame.

Computed turbulent flame structures from the two models also show dif-
ferences. Figure 5 shows a broader reaction zone (OH mass fraction contour)
for the PDF model, and the PDF results more closely resemble the OH PLIF
measurements in [16] (not shown) in the way OH is distributed, compared
to the WSR model.

It has been seen in previous PDF studies of gaseous turbulent flames [13,
14, 45] that the PDF method usually yields lower peak mean temperature
compared to models that do not consider turbulence-chemistry interactions.
However, in this flame, the PDF model gives higher gas temperatures along
the centerline. One reason is that the PDF model gives better mixing with
the oxygen. Another reason is that more volatile gases are released and more
carbon is burned downstream for the PDF model (Table 4). In contrast
to turbulence-chemistry interactions in gaseous flames, here the interaction
between the gas phase and the solid phase through temperature changes the
total amount of fuel that is burned, and the result can be either higher or
lower temperatures.

An important parameter for the PDF model is the mixing model constant
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Cy (the ratio of a turbulence velocity time scale to a turbulence scalar mixing
time scale). In the limit C;y — oo, local fluctuations go to zero, and the model
essentially reduces to the well-stirred reactor model discussed above. Here
the value Cy = 2 is tested, compared to Uy = 3 in the baseline model.
No discernable difference is found in gas-phase compositions/temperatures
or in particle temperatures (not shown). This might be due to the fact that
turbulence is relatively weak in this flame (Re = 2,500). From the discussion
above, it can be concluded that it may be important to include a turbulence-
chemistry interaction model, although the details of the model do not make
a large difference here. Simulations and experiments of more fully turbulent
flames will be needed to resolve this.

4.1.4. Interphase coupling models

Particle temperature and gas-phase mole fractions from two different
source-distribution models (Model 1 and Model 3 in Section 3.3) are com-
pared in Fig. 6. Results from both temperature-biased models are similar
(Model 2 and Model 3), so only the results from Model 3 are presented here.
Mean gas compositions obtained from coupling Model 1 and coupling Model
3 are nearly identical, while there are discernable differences in computed
mean temperature for the solid phase, especially at downstream locations
where oxygen has been completely depleted. Model 3 predicts higher tem-
perature along the centerline than Model 1, which is reasonable because the
source distribution is biased on temperature. The higher the notional par-
ticle temperature is, the more fuel and the more energy it will receive from
the coal parcels, which makes the cell mean gas temperature higher, which in
turn heats up the coal parcels even more. That this difference is more promi-
nent at downstream locations might be a consequence of the fact that coal
parcels produce larger mass/energy sources at downstream locations where
temperatures are higher.

Numerically, Model 3 is more robust than Model 1, in terms of avoiding
occurrences of unphysical notional particle temperatures. With the current
available experimental data, it is difficult to judge which model is more ap-
propriate in the pulverized coal combustion context. More studies and vali-
dation are needed regarding the source-distribution models, in particular in
the framework of the transported composition PDF method.

The source-term coupling models might be improved further by separat-
ing the processes of heat transfer, devolatilization and surface reaction. In
principle, each process could have a different dependence on the composition
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variables. For example, devolatilization depends mainly on the local tem-
perature, while surface reaction depends not only on the local temperature,
but also local oxygen availability. Moreover, up to this point, the effects of
turbulence-chemistry interactions have been accounted for in the gas-phase
only, while source terms from the solid-phase are still collected based on the
cell-mean temperature and composition. A potential improvement to the cur-
rent model would be to introduce a “seen” temperature/composition for each
solid parcel that is different from the cell-mean values, by sampling instan-
taneous temperature and composition from the gas-phase notional particles.
This is left as a topic for future work.

4.1.5. FEffects of finite-rate chemistry

Figure 7 compares results obtained using finite-rate chemistry with those
obtained using a local equilibrium assumption. Here the WSR model has
been used, to save computational time. It can be seen that the equilib-
rium solver predicts slightly lower gas and coal particle temperatures, and
lower CO emission at upstream locations, compared to finite-rate chemistry.
Finite-rate chemistry produces higher CO in fuel-rich regions. Zero CO is
predicted before O, is completely depleted, which is not consistent with the
experiments. As discussed in Section 4.1.1, the difference between results
from the two models are more revealing than the absolute level of agree-
ment with experiment. Thus, only the difference between the two cases are
analyzed here.

Equilibrium gas-phase chemistry is widely assumed in pulverized coal sim-
ulations [39], based on the argument that gas-phase chemical reactions are
much faster than devolatilization and surface reactions. Since devolatiliza-
tion rates and surface reaction rates vary with coal type, heating rate and
particle size, this assumption might not be valid in all cases. Moreover,
chemical time scales are different for different species and the relative re-
lationship between chemical time scale and devolatilization time scale also
depends on the species of interest. To explore this, time-scale ratios can be
examined. Damkohler number (Da) is the ratio of a turbulence time scale to
a chemical time scale, and is an indicator of the extent to which turbulence-
chemistry interactions are expected to be important. Similarly, the ratio of a
turbulence time scale to a devolatilization time scale (denoted here as Da,,)
can serve as an indicator of the degree of interactions between turbulence
and devolatilization. If the same definition for the turbulence time scale is
used, then the ratio of Da,, and Da is a measure of the relative rates of de-
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volatilization and chemical reactions. The values of Da,, and Da are plotted
in Fig. 8, for each computational cell. Here the turbulence time scale is de-
fined as 7y, = k/e. The chemical time scale is calculated as Tupenm = %,
where R, is the reaction rate for species o evaluated at cell-mean tempera-
ture and concentrations. CoHy and HyO are tested in this study to represent
the fast chemistry and finite-rate chemistry present in flame A. It was shown
in Section 4.1.1 that little surface reaction takes place in this flame. Thus,
only devolatilization is considered in computing a time scale that is represen-
tative of the release of coal off-gas. The inverse of the devolatilization rate
coefficient is used to define 7,,;, evaluated at the cell-mean temperature.
The diagonal of Fig. 8 corresponds to where the gas-phase chemical time
scale T.nem and the devolatilization time scale 7,, are equal. In the upper
left, the chemical time scale is larger than the devolatilization time scale; in
this area, equilibrium chemistry would not be a valid assumption. In the
lower right, the chemical time scale is smaller than the devolatilization scale,
and an equilibrium chemistry assumption may be more appropriate. From
the distributions in Fig. 8, it can be seen that the assumption of equilibrium
chemistry is valid for the overall consumption rate of fuel (CyHy). However, if
the production rate of H,O or CO is of interest, the assumption of equilibrium
chemistry is not expected to be valid at all locations. Moreover, the values
of %;" and % are of order unity in much of the flame, based on the
H>0O reaction rate. Thus, interactions between turbulence and gas-phase
chemistry, and interactions between turbulence and devolatilization might
be important. The time-scale results are consistent with the comparison of
CO production between finite-rate chemistry and equilibrium chemistry in

Fig. 7.

4.2. Flame B

The same baseline model has been applied to a second laboratory-scale
coal jet flame (flame B), with modified parameters for the devolatilization
model and the surface reaction model to account for the different coal com-
position. Baseline model results are discussed first. Then mixture-fraction
statistics are examined, to test assumptions that have been made in earlier
coal modeling studies.

4.2.1. Baseline model results
In the experiments, the air flow rate was held constant, while the loading
of coal was changed to change the inlet stoichiometric ratio sr (Section 2).
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Three distinct flame regions were identified from the experiments: isolated
bright particles (IBP), the growing flame (GF) and the continuous flame
(CF). Ignited particles in the IBP region are isolated and do not contribute
to the growing of the flame, while in the GF region the ignited cloud is grow-
ing. In the CF region, the center of the jet is ignited stably. Following the
practice used in [22], the stand-off distance of the coal flame is defined to be
the axial position of the point where the local mean gas temperature first
exceeds 1560 K, which is the start of the GF region for the time-averaged
contour. Figure 9 shows the computed and measured stand-off distances for
three different inlet stoichiometric ratios. It can be seen that the measured
sensitivities of stand-off distance to inlet stoichiometric ratio are not cap-
tured with the baseline model. One reason is that the baseline devolatiliza-
tion model does not capture the effect of different heating rates. For different
coal loadings, the heating rate (essentially by the heated coflow) is different,
and the rate of devolatilization is closely related to the heating rate. To
explore this, results from a modified single-rate model that accounts for vari-
ations in heating rate proposed in [22] are also shown in Fig. 9. The six model
parameters are obtained by fitting the devolatilization rates at two typical
heating rates to the results produced by higher-fidelity devolatilization mod-
els. With this devolatilization model, the computed stand-off distances for
sr = 0.14 and sr = 0.22 are within the confidence interval of the experi-
mental measurements. However, there is still a discrepancy in the prediction
for the smallest coal loading (sr = 0.36). For this case, no continuous flame
region was observed in the experiments. The Reynolds number of this flame
is 5,000 for cold flow, which is marginally turbulent. In [22], it was reported
that a LES-based coal combustion model was able to reproduce the unsteady
ignition that was reported in the experiment for sr = 0.36. It is not clear if
a RANS-based model will be able to capture this, but at a minimum, it is
expected that a better turbulence model would be necessary for this highly
unsteady transitional flame.

Other aspects of the modeling where there is room for improvement in-
clude better knowledge of the coal properties (e.g., heating value of the coal),
accounting for the temperature and composition dependence of the specific
heat of the coal particles, and a better radiation model for the coal particles.
It has been found that the standoff distances for the three different inlet
stoichiometric ratios can be predicted within the confidence intervals of the
experimental measurements by using different models/model parameters for
each individual case (not shown). This emphasizes the importance of validat-
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ing models across multiple conditions and multiple flames. This is especially
important for coal simulation, because of the many individual subprocesses
and complex interactions.

4.2.2. Mixture fraction statistics

As mentioned in Section 1, one advantage of a "high fidelity” model such
as the present transported PDF /finite-rate chemistry model is that it can
be exercised to provide guidance for developing simpler models. Here, key
assumptions that have been made in mixture-fraction-based coal combustion
models are examined, using statistics extracted from simulations for flame
B. Because the fraction of coal undergoing surface reactions is very small in
flame A, flame B is a more appropriate choice for this purpose. Following
the definitions in [46], for each notional PDF particle, mixture fractions for
devolatilization products and char oxidation products are defined as

My
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where m,, mc,, m, and m, represent the mass of gas originating from de-
volatilization, surface reaction (char), the primary gas stream and the sec-
ondary gas stream, respectively. For the open flames considered here, the
carrier air for the coal and the entrained surrounding air are considered to
be the primary gas, while the secondary gas is considered to be the pilot
flame for flame A or the hot combustion product stream for flame B. Fig-
ure 10 shows computed contours of mean and rms mixture fractions for the
devolatilization products (fgevor) and the surface reaction products ( fs,.r) for
flame B. It can be seen that as one moves downstream from the nozzle in the
axial direction, fge,or peaks first, followed by fs,,s. This is a consequence of
the assumed sequential nature of the two processes, and is consistent with
the fact that devolatilization is usually faster than surface reactions in coal-
air combustion. The rms values show that there are turbulent fluctuations
in both fgepor and fsur¢. It is anticipated that the fluctuations will be even
stronger for high-temperature oxy-coal combustion, where the surface reac-
tion rates will be higher.

PDFs (histograms) of fgevor and fs,, s at four points labeled in Fig. 10 are
shown in Fig. 11. Fitted Beta distributions and clipped Gaussian distribu-
tions (based on the mean and rms values) are also shown. It can be seen from
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Fig. 11 that distributions of fie,e and fs,,¢ vary considerably with spatial
location, with the relative importance of devolatilization and surface reac-
tion processes. Surface reaction depends not only on the temperature, but
also on oxygen availability. At downstream locations, both mixture fractions
relax toward Gaussian distributions. However, near the nozzle and in the
developing flame, the distributions take different shapes. The fj.,o distribu-
tion is well represented as a clipped Gaussian distribution at all locations,
while fg, ¢ is less symmetric, and is better represented using a Beta func-
tion. For presumed-PDF models, a Beta function appears to be a reasonable
choice. Another assumption that is usually made in mixture-fraction-based
models is statistical independence of fjevo and fs,r¢. The computed correla-
tion coefficients of fievo and fgurr at the four locations are listed in Table 7.
The value ranges from -1 near the nozzle to +1 at the outlet. Domino and
Smith [47] have pointed out that the assumption of independent mixture
fraction distributions is questionable, and the correlation coefficients calcu-
lated here support this conclusion. Contrary to the independent distribution
assumption, at some locations in the flames, the correlation between these
two mixture fractions is quite strong.

5. Conclusions

A transported PDF /finite-rate chemistry coal combustion model has been
developed. The gas phase and solid phase are represented by two different
sets of stochastic Lagrangian particles. Three different models are proposed
to couple mass and energy transfer between the solid phase and the gas
phase. Numerical simulations have been performed for two laboratory pul-
verized coal jet flames, and results have been compared with experimen-
tal measurements. The simulations include skeletal-level gas-phase chemical
mechanisms, discrete dispersed-phase models (heat transfer, turbulent dis-
persion, devolatilization, surface reaction for coal parcels), radiation (a P1
model with gray properties), and a transported PDF method to account for
gas-phase turbulent fluctuations in composition and temperature.

Quantitative comparisons with experiment are at least as good as any
that have been reported in the literature to date with a RANS-based model.
Systematic parametric model variations have been made to establish sensitiv-
ities and relative importance of various physical subprocesses. Comparisions
of results from a well-stirred reactor model and the PDF model show differ-
ences in flame structure and temperature levels. Different interphase cou-
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pling strategies also result in different computed temperature levels. These
findings suggest that turbulence-chemistry interactions may be important in
these flames. This is supported by analysis of time-scale ratios in the flame.
Results for two different flames using the same models reveals both strengths
and limitations of the model. For flame B, measured standoff heights for all
three stoichiometries could not be reproduced using a single set of model
parameters. With the limitations of the experimental data, it is difficult to
draw definitive conclusions regarding which models are "better”. Further
parametric studies and validations are needed. At the same time, high qual-
ity experimental data with detailed measurements of particle temperature,
velocity, and gas-phase concentrations are needed.

In addition to validation, the model has been exercised to check assump-
tions that are commonly invoked in simpler models. Analysis of the time
scales for key processes suggest that finite-rate chemistry and turbulence-
chemistry-particle interactions might be important. Mixture-fraction statis-
tics generated from the model show that some assumptions that have been
made in mixture-fraction-based coal models might be valid (e.g., presumed
Beta distribution) while others are not (statistical independence of mixture
fractions).

The accuracy of coal combustion prediction depends greatly on the choice
of coal-related model parameters: devolatilization, in particular. More gen-
eral devolatilization models, such as the chemical percolation devolatilization
(CPD) model [48, 49, 50], or well-validated model parameters for the simpler
devolatilization models, are expected to be necessary to give more reliable
predictions. Surface reaction models that consider the the gasification reac-
tion of COy and HyO and an elevated oxygen partial pressure should also be
included for oxy-coal combustion. Radiation models have not been explored
in this work, although radiation is expected to be important when clouds of
coal particles are present, especially in high-temperature oxy-coal combus-
tion environments. High-fidelity radiation models using spectral models will
be implemented in the future, combined with the PDF method.
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Table 1: Inlet specifications for flame A.

Coal feed rate 1.49 x 10~* kg/s
Air flow rate 1.80 x 10~* m3/s
Methane flow rate  2.33 x 107° m?/s

Table 2: Coal properties for flame A. ¢ Dry basis. ? As received.

Proximate analysis (wt%)

Moisture® 2.6
Volatile matter? 26.90
Fixed carbon® 57.9
Ash? 15.2
Ultimate analysis (wt%)

Carbon? 71.9
Hydrogen® 4.4
Nitrogen® 1.5
Oxygen® 6.53
Sulfur? 0.44
Higher heating value 29.1 MJ/kg
Lower heating value 28.1 MJ/kg
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Table 3: Baseline physical models and numerical parameters for flame A.

Ttem Model Baseline values
Eulerian CFD Unstructured finite- Axisymmetric 9,660 cells
volume method
Turbulence clo- &k —¢ Cy =0.09, Ce1 = 1.60, Cep = 1.92,
sure o, =1.0,0. =13

Wall turbulence

Standard wall function

k= 0.4187, E = 9.8

TCI closure

transported PDF model

35 particles per cell

Mixing model

EMST model

Source redistribu-
tion model

Model 3 (exp(—C/T}))

C =5,000 K

Turbulent fluxes

Gradient transport

Turbulent Schmidt and Prandtl

numbers Ser = Prp =1

Gas-phase chem-
istry

ABF 31-species [36]

Gas-phase radia-
tive properties

Grey gas and particles

Scattering calculated as in [51],

€gas = 0.075, €coqt = 0.85

Devolatilization

Two-rates model

A; =20 x10° 1/s, By = 1.05 x10%
J/kmol-K, a; = 0.3, A3 = 1.3 x
107 1/s, By = 1.67 x10% J/kmol-K,

Qo = 1.0

Surface reaction

Diffusion-kinetic control
model

A = 0.011 (kg/m%s)(N/m?), E =
5.0 x 107 J/kmol-K, Sb = 1.0

coal properties

constant volume,
stant char and ash spe-
cific heat

con-

CPchar,ash = 710 J/kg_K

Table 4: Total released combustibles (mass per 1 kg dry coal) for flame A.

released volatiles (%)

burned char (%)

Baseline model

0.16

0.00

Experiment

0.12

0.065
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Table 5: Variations in coal combustion models for flame A.

Case 1 Baseline model (Table 3), except with WSR replacing PDF for gas phase

Case 2 Single-rate devolatilization ( A; = 4474 1/s, E1 = 1.92 x 107 J/kmol [18, 19, 20])

Case 3 ¢pgsn = 1000 J/kg-K, cpepar = 1500 J/kg-K

Case 4 Retention energy (char combustion energy 100% retained)

Case 5 Concurrent devolatilization and surface reaction

Case 6 Volatile matter composition (@ = 1)

Table 6: Effects of model variations.

case no. max. 7' (K) centerline location released VM gasified char
(mm) where Yo, =0 (%) (%)

Case 1 1360 105 17 0.07

Case 2 1270 45 40 3.0

Case 3 1320 120 14.7 0

Case 4 1350 105 17.0 1.0

Case 5 1350 103 16.8 3.0

Case 6 1345 00 6.8 0

Table 7: Computed mixture-fraction correlation coefficients (fgevor and fourr) for
flame B at four locations.

Location Point 1 Point 2 Point 3 Point 4
correlation coefficient  -0.99 -0.8 0.32 0.90
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Figure 1: 2D sketch of flame A, with inlet nozzle and mesh details.
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